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Abstract— Objective:There has been a constant increase
in life expectancy with the advancement of modern medi-
cine. Likewise, dementia has also increased and projected
to elevate in the coming decades with the higher expendi-
ture on healthcare. Consequently, it is essential to identify
early dementia, e.g., a patient suffering from mild cognitive
impairment who is highly vulnerable to developingdementia
soon. Methods: Through this work, we brought forward an
approach by fusing cognitive task and EEG signal process-
ing. Continuous EEG of 16 dementia, 16 early dementia and
15 healthy subjects recorded under two resting states; eye
open and eye closed, and two cognitive states; finger tap-
ping test (FTT) and the continuous performance test (CPT).
The present approach introduced iterative filtering (IF) as
a decomposition technique for dementia diagnosis along
with four significant EEG features power spectral den-
sity, variance, fractal dimension and Tsallis entropy. Multi-
class classification conducted to compare the decision
tree, k nearest neighbour (kNN), support vector machine,
and ensemble classifiers. Results: The proposed approach
deeply checked for their capability of prediction using cog-
nitive scores and EEG measures. The highest accuracies
obtained by kNN with 10-fold cross-validation for dementia,
early dementia and healthy are 92.00%, 91.67% and 91.87%,
respectively. Conclusion: The essential findings of this
study are: 1) Experimental results indicate that kNN is supe-
rior over other classifier algorithms for dementia diagnosis.
2) CPT is the best predictor for healthy subjects. 3) FTT
can be an essential test to diagnose significant demen-
tia.Significance: IF decomposition technique enhances the
diagnostic accuracy even with a limited dataset.

Index Terms— Early dementia, dementia diagnosis, itera-
tive filtering decomposition, finger tapping test, continuous
performance test.
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I. INTRODUCTION

DEMENTIA is the umbrella term which describes and
characterise several neurodegenerative disorders result-

ing from damage and death of neurons, presenting complaints
of disturbance of cognitive and behavioural functions. This
syndrome is described clinically as a group of symptoms
that disrupts the functioning of the five cognitive domains
(i.e., attention, memory, executive function, visual-spatial abil-
ity, and language) [1]. Dementia has different causes such
as Alzheimer’s disease (AD), vascular dementia (VD), Lewy
body, frontotemporal dementia, and Parkinson’s disease (PD)
and others. Out of these, AD is the primary cause, accounting
for about 50% to 70% of dementia cases worldwide, and
the second-largest cause is VD. The common symptoms of
AD are short-term memory loss and word-finding difficulties.
In contrast, VD shows loss of executive functions. There were
46 million people had dementia worldwide in 2015. This num-
ber is predicted to increase to 131.5 million by the year 2050.
It is indicated one new case appearing every 3.2 seconds and
over 9.9 million new cases each year worldwide [2]. Early
envisaging of dementia at right the stages is essential for
improving treatment and therapy before brain damage ensues.

Recent studies have proved that the electroencephalog-
raphy (EEG) complexity and frequency analysis could be
addressed to diagnose AD and other types of dementia in the
early stages [3]–[5]. EEG is a complicated and discontinuous
time series, which is the sum over a large number of neuronal
membrane potentials. The preferred mode of investigation for
VD and AD patients is non-invasive. Thus, Magnetic Reso-
nance Imaging (MRI) uses for image and EEG signal process-
ing leading to the diagnosis of the two [6], [7]. In this project,
we aimed to classify dementia, early dementia, and unaffected
subjects in four varied situations, eye-open (EO), eye-close
(EC), finger tapping test (FTT) and continuous performance
test (CPT) by using iterative filtering decomposition (IFD).
This work investigates four features of EEG: power spectral
density (PSD), variance (Var), fractal dimension and Tsallis
entropy (TE). EEG signals classified using four classifiers;
decision tree (DT), k nearest neighbour (kNN), support vector
machine (SVM), ensemble classifier based on these four fea-
tures. The contributions of the proposed work are as follows:
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Fig. 1. Block diagram of the proposed approach.

• The Combination of the cognitive test (FTT and CPT) and
EEG as a diagnostic tool for early dementia diagnosis in
the clinical setting is introduced.

• CPT with EEG is the best test to differentiate early
dementia from healthy subjects.

• FTT with EEG is the best test to diagnose dementia from
the milder stage and healthy subjects.

• kNN classifier shows the best performance compare to
SVM, DT and ensemble classifier.

II. PROPOSED APPROACH

The proposed approach is divided into four broad stages,
as shown in Fig.1. The first step involves the acquisition of
EEG in customised scenarios and preparing each signal for
a further stage by removing external and biological noise.
External noise includes the sinusoidal frequency from elec-
tricity fluctuations, electrical devices and fluorescent lights and
other noise like unwanted frequency (above 65 H z). Bandpass
filter and frequency-domain regression technique removed
the external noise from the EEG signal using CleanLine
tool [8]. Biological noise such as eye blink, head jerk and

TABLE I
DEMOGRAPHIC DETAILS OF SUBJECTS

ECG are removed by independent component analysis (ICA)
using EEGLAB toolbox [9]. ICA decomposition is performed
using the logistic infomax ICA algorithm. Wavelet-based
denoising has been done to remove the white noise from
the signal. The wavelet transform concentrates signal into a
few large-magnitude wavelet coefficients. Wavelet coefficients
which are small in value are typically noise, and those coef-
ficients can be removed without affecting the signal quality.
After eliminating those coefficients, the signal is reconstructed
by using the inverse wavelet transform. ICA and wavelet
denoising is the combination to eliminate artefact from EEG
signal [10], [11]. The second stage encompasses the segmen-
tation of continuous data into events; EO, EC, FTT and CPT.

Traditionally, Fourier spectral analysis has used to analysing
signal [12], [13]. Another popular technique is the wavelet
transform [14], [15]. These techniques are often effective,
but these have few drawbacks. The main limitation is that
these techniques are not data adaptive. Norden Huang et al.,
(1998) [16] proposed the empirical mode decomposi-
tion (EMD) technique for data analysis, which is a high
data-adaptive compare to the Fourier and Wavelet transforms.
Recently proposed IFD is advantageous over EMD technique.
IFD is more stable than EMD under perturbations of a
non-stationary signal like EEG [17], [18]. In the third stage,
IFD is implemented on each segment of the segmented EEG
signal, which decomposed the signal until six intrinsic mode
functions (IMF). Sixth IMF has been discarded due to less
information content. Further, four features; PSD, Var, FD and
TE are extracted from each IMF. A total of 20 features
(4 features × 5 IMF) are ready for the classification process.

III. MATERIAL

A. Subjects

EEG data acquired from 47 subjects. The study participants
have been screened and classified by the clinical psychiatrists
strictly based on the DSM-5 criteria and recruited for the
study [1]. There sixteen subjects aged 61.63 ± 11.15 with
dementia due to VD (56%), frontotemporal dementia (13%),
unknown dementia (19%), AD (6%), PD (6%) diagnosed by
the neurologist and psychiatrist of the AIIMS Patna Hospital.
Sixteen aged subjects of mild cognitive impairments with
age 58.44 ± 11.75 have been grouped in the early dementia
group due to hypertension (6%), anxiety disorder (19%),
sleep disorder (6%), mood disorder (6%), stress (19%) and
combined causes (44%). The healthy group comprised fifteen
subjects age 53.47±11.10 with no previously noted disorders
of neurology or psychiatry. All the subjects screened using
the Hindi mini-mental state examination (HMSE) score [19].
Table I demonstrate demographic details of all groups which
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show there is no significant difference in age and education
of the subjects. All the subjects and their caregivers signed a
consent form to involve in the study. The Ethics Committee of
AIIMS Patna permitted the study following the set protocol.

B. Data Recording

Signals were obtained using a 21-channel EEG device.
Thirteen minutes of activity was sampled at 256 Hz frequency
from 21 following electrodes: Fp1, Fpz, Fp2, Fz, F3, F4,
F7, F8, Cz, C3, C4, T 3, T 4, T 5, T 6, Pz, P3, P4, O1, Oz
and O2. The present study followed the protocol mentioned
in the paper [15], which has four events, EO, EC, FTT and
CPT. FTT and CPT test performed on the CNS vital signs test
battery [20].

FTT is a neuropsychological test which measures the motor
speed of subjects. It does not require higher cognitive order.
Its results are included in this study to support the EEG
results of elder subjects. Subjects tapped the space-bar key
of the keyboard of a laptop for 10 seconds thrice alternatively
with the left and right index finger. Less score in the test
demonstrates a decrease in motor speed. Usually, people
perform better with their preferred hand, and all subjects in
this study are right-handed.

CPT is a neuropsychological test used to estimate the span
of attention over a while and impulsivity. The ability to sustain
attention can understand as an essential cognitive skill which
helps us to concentrate over a long period to finish tasks
in the presence of other distracting stimuli. For an instant,
few activities in our daily lives, such as reading newspapers
take a long time to complete and require sustained attention.
Sustained attention is an indication of the interaction of the
cortical, sub-cortical and functional pathways between basal
ganglia, thalamus and frontal lobes [21]. Impulsivity is a
tendency to act on impulses fast without much focus on the
response. The CPT test includes concentrating on a single
stimulus for 5 minutes in the presence of 3-4 other distracting
stimuli. The total of 40 responses shown to each subject.

IV. METHODS

A. Iterative Filtering Decomposition

The IF technique breaks up a given signal to a set number
of IMF. The properties associated with the IMF are: first,
the number of extrema is equivalent to zero-crossing, or their
difference must be equal to 1. The second property is that
the mean of the upper and lower envelopes, connecting all
the local maxima and minima must be zero at any and every
point [17]. Consider an EEG signal segment S(n), nεR, let L
be an operator which gives a moving average of the signal S(n)
by convolution with filter function w with a low pass filter,
for instance, the double average filter a(t)

L .S(n) =
∫ l

−l
S(n + t)a(t)dt (1)

If we define S1 = S and the operator Z detect the fluctuation
of signal Sm , mεN,

Z1,m = Sm − L1
m .Sm = Sm+1, (2)

then the first IMF is given by

I1 = lim
m→∞ Z1,m.Sm , (3)

where L1
m depends on the mask length lm (the length of the

filter at step m). Similarly, when applying Z operator on the
remainder signal S − I1, it provides the second IMF (I2). By
Iterating the process, k-th IMF as

Ik = lim
m→∞ Z1,m . fm) = fm+1, (4)

where f1 = f − I1 − . . . − Ik−1. When f = S − I1 −
. . . − Im , mεN, becomes a trend signal which means the
remainder f has at most one local maximum or minimum.
The IF process stops, and the signal decomposes as

S(n) =
m∑

j=1

I j (n) + f (n) (5)

Hence, the IF algorithm 1 has two nested loops. An inner loop
calculates each single IMF, and an outer loop, to derive all the
IMF [22]. Recently few studies have been reported in the field
of the EEG signal processing i.e. epilepsy [18].

Algorithm 1: IMF
Result: I1, I2 . . . I5.
Initialize → S(n): EEG segment, m: An initial index,
K: Number of extreme points of Sm(n),
N: The total number of sample point of Sm(n),
v: 1.3,
while the number of extrema for f ≥ 2 do

S1 = S
while the stopping criteria is not satisfied do

Compute the filter length lm for Sm

lm := 2
⌊
v N

K

⌋
Sm+1(n) = Sm(n) − ∫ lm

−lm
f (n + t)wm(t)dt

m = m + 1
end
I M F = I M F ∪ Sm S = S − Sm

end
IMF = IMF ∪ S

B. Extracted Features

1) Power Spectral Density: PSD is a significant parameter
to estimate the slowing of EEG. Slowing of EEG refers to
the reduction in PSD of higher frequencies more than 8 H z
and an increase in PSD of lower frequency bands (0-7 H z).
As per finding in [23], gamma-band PSD increased in the AD
patient in comparison with the healthy group. PSD measures
the average power distribution of the EEG signal at a specific
frequency range [24]. Fourier Transform of IMF signal is
calculated as

f f t (x, y) =
N−1∑
n=0

M−1∑
m=0

S(n, m) × e−i2π×(x n
N +y m

M ), (6)

where N and M are row and column of IMF. PSD is calcu-
lated by the squared magnitude of the Fourier transform of
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IMF signal S(n, m).

PSD = 2

N × M
× ( f f t (x, y))2. (7)

2) Variance: The variance is used as an important diagnostic
feature for neurological disorders [25]. It measures the dif-
ferences between each number in the dataset and the mean.
Variance is calculated from IMF of EEG signal segments S(n).
Variance is empirically represented as:

σ 2 =

N∑
n=1

(S − S)

N
. (8)

where N is the total number of samples.
3) Katz Fractal Dimension: Fractal dimension is a ratio that

measures the complexity. It compares different patterns of the
signal segment with the scale called a fractal. The fractal
specifies the correlation between different parts of the EEG
signal segment in the time series. The low value of FD was
reported in AD subject at parietal and temporal cortex as
compared to healthy [26], [27]. Algorithm 2 is described KFD.

Algorithm 2: Katz Fractal Dimension
Result: KFD
Initialize → S : the EEG signal, n : an initial index,
d : a delay constant N : The total length of the signal
for K=1 : dmax do

Segment the signal →
Sd

n = s(n), s(n + d), . . . , s(n + N−n
d )

Average Length(Ld
n ) →

(N − 1)

N−n
d∑

i=1

s(n+i∗d)−s(n+(i−1)∗d)
N−n

d ∗K

Total Average Length(Ld ) →
d∑

n=1
Ld

n

Higuchi FD → log10(L)
log10(d)

Normalizing with a;
Katz’s FD = log10(L/a)

log10(d/a) ;

�⇒ log10(r)
log10(d/L)+log10(r) where r = L/a

end

4) Tsallis Entropy: Entropy measures the uncertainty of
information, and it has an extensive property which means
its value depends on the initial condition of the source. Most
systems behave independently of initial conditions. Similarly,
the EEG signal has a non-extensive property, and its higher
uncertainty correlates to the higher entropy and chaotic nature
of the brain. Tsallis entropy is a non-extensive entropy pro-
posed by Constantino Tsallis [28], which is a generalisation
of the traditional Boltzmann-Gibbs entropy (BGS). The Tsallis
entropy expresses as,

T E = k
1

q − 1

[
1 −

w∑
i=1

pq
i

]
(9)

Where w is the total number of EEG states, p = pi is
the probability each unique i th EEG state, k is Boltzmann’s
constant, and q is an entropic index that characterises the

TABLE II
SELECTED FEATURES BASED ON P-VALUE

(<0.05) OF THE ANOVA TEST

degree of non-extensivity. The results of TE is relative to the
value of q, and its selection is crucial. The q-value varies from
1 < q < 2 to enlarge the variations of the Tsallis super
extensive entropy. However, a question arises: what is the
precise q value for the EEG signal for dementia diagnosis?
Recently few studies on AD diagnosis use q value range from
0.5 to 2 [29], [30]. The present work considered the entropic
index q = 2.

C. Feature Selection

The ANOVA (analysis of variance) test implemented to
select features for each event which act as input to the
classifiers. Selection of features for events keenly leaned on
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Fig. 2. PSD values of six IMF.

the significant p-value of EEG feature. Less than 0.05 p-values
indicate the 95% significant difference among classes. Selected
features based on P-value (<0.05) of the ANOVA test on the
binary basis are shown in Table II. All significant p-values are
shown in bold text. Apart from this, features also plotted to
check the significant mode out of six IMF. Fig. 2 shows the
PSD values of six IMF. Mode 6 shows the least significant
information content. The Similar pattern was observed for
other features also. Thus, we have considered the first five IMF.

D. Classification

The objective of the current work is to classify dementia,
early dementia, and age-matched healthy subject with good
accuracy to develop a diagnostic tool. In the present work,
the one-versus-one approach used for multi-class classifica-
tion. After training, we tested its performance on a testing set.
10-fold cross-validation used to reduce the risk of over-fitting
and under-fitting of training and to obtain average prediction
accuracy. A machine learning model is said to over-fit if the
algorithm accuracy is more in fitting known data but less in
predicting new data. Under-fitting occurs when the model fails
to learn the training feature pattern. The classifier performs
well in all k-fold iteration and so effective in identifying new
data points. The total feature-length in this research work
is 1816 × 20 for EO, 1824 × 20 for EC, 1300 × 20 for
FTT, and 2803 × 20 for CPT. The feature vector size is
well suited for efficient training and testing of the machine
learning model. The whole dataset divided into 10 samples.
One sample considered for testing and the remaining 9 samples
considered as training sets. It continued 10 times, once for
each testing sample. Like this, each sample acts as a testing
sample. Four different classifiers are implemented to compare
the classification performance. The classifiers are describing
as follows:

1) Decision Tree: DT classification technique is selected
when computational time is an issue. It represents a flowchart
like a tree structure, which depicts the classification model.
Classifier partition the instant space recursively, until all the
data in a partition belong to the same class. A new node
is appended to DT for each partition. The partition process
stops after the data for partition have the same class and
the corresponding leaf named as a class label. This classifier
shows numerous merits over other learning methods, such as

robustness to noise and the low computational cost for the
generation of the model. This classifier can automatically pick
features and reduce complexity. We have used the fine tree
preset with a hundred number of splits. Recently, DT has used
in the area of AD diagnosis [33].

2) K Nearest Neighbour: The kNN algorithm is a
non-parametric algorithm for classification, which classifies
the data specified by local features. This classifier decides by
analysing a new sample with the example data. One by one,
each new data is compared with each example data. Those new
data are chosen based on their distance from each example
data. Mainly, the k different patterns with the least distance
are selected. kNN is a supervised algorithm. The value of
k is specified beforehand. By default, k is selected as 1. k
is odd for two-class classification. The value of k can vary
depending on the accuracy. In the present work, the k value
selected as 10 with a weighted kernel in the classification.
kNN classifier has the advantage of recognising linear and
non-linear distributed data and has excellent performance
with many data points. kNN has achieved good classification
accuracy in MCI detection, the early AD diagnosis, and AD
patient identification [33]–[35].

3) Support Vector Machine: The SVM classifier is the
most widely used in medical imaging and signal processing
[15], [36]. SVM divides the two-class with the hyperplane
using kernels. The hyperplane is furthest away from the nearest
points of different classes which maximises the margin of the
classifier. It translates into a better generalisation performance.
We have used fine radial basis kernel function, and kernel scale
set to 1.1. SVM has a primary advantage; it performs great on
data with many characteristics, instead of less training inputs.
SVM has an excellent performance in many applications.
However, it has the disadvantages of speed and size during
the classification process [37].

4) Ensemble Classifier: Ensemble learning assembles a set
of classifier models to enhance the classification output. It pro-
vides a more reliable predictive performance than one model.
In an ensemble classifier, a weighted vote of each classi-
fier considered for the classification process. Traditionally,
ensemble classifier includes a Bayesian averaging method.
At present, it involves error-correcting output coding, bagging
and boosting [38]. In bagging, the items in the sampling of
training data are chosen randomly from the training data with
replacement as the data is unweighted. There are two types
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TABLE III
PERFORMANCE COMPARISON OF DIFFERENT CLASSIFIERS (D-DEMENTIA, ED-EARLY DEMENTIA, H-HEALTHY )

Fig. 3. Results of finger tapping test.

of algorithms, random forest and bagging meta-estimator.
We used bagged tree preset with the DT type learner, which
has a total of 30 learners to model the training data. Recently,
ensemble classifier has been implemented in the area of
dementia diagnosis, such as random forest used to differentiate
Lewy bodies dementia and AD [39], and another voxel-based
AD diagnosis study using MRI images [40].

V. RESULTS AND DISCUSSION

A. Cognitive Test Results

1) Finger Tapping Test: Fig. 3 showed that healthy subjects
scored the highest motor speed (40.20 and 40.67) among all
three group and dementia subject scored the least motor speed
(26.81 and 31.27). Early dementia group scored 32.81 left
finger and 34.40 right finger. These scores are comparable
with dementia subjects but significantly different from healthy
subjects. Thus, FTT is the best cognitive test which can screen
the subject efficiently for further diagnostic analysis.

2) Continuous Performance Test: Fig. 4 shows the perfor-
mance of subjects in the CPT task. The correct response (CR)
is directly proportional to the good sustained attention and
its reaction time estimate how fast subjects respond to CR.
The healthy and early dementia group had higher CR than
dementia. Omission error is when the subject did not press the
space bar key on the target letter. It indicates the inattentive
behaviour of subjects. Other hands, commission error, defined
as how many times a subject responds to a stimulus letter

Fig. 4. Results of continuous performance test.

TABLE IV
OVERALL ACCURACY OF DIFFERENT CLASSIFIERS

without the presence of a target stimulus. Usually, errors
of commission increase with age, but still, healthy elder
tends to do less of it in comparison to dementia and early
dementia subjects. Fig. 4 shows the dementia group has high
commission and omission error with slower reaction time
which indicates inattention in subjects. The healthy and early
dementia group shows fast reaction time with omission error
and commission error which indicates the impulsivity issue
in both groups. Early dementia group has higher commission
error than omission error which might indicate the abnormality
in interactive pathways of the cortex. The control group usually
scored as per age norms. Therefore, CPT proof to be as a
susceptible and specific cognitive test for dementia and early
dementia detection. Trends of the cognitive test are similar to
our previous work [15].

B. Classification Results

Four classifiers have been tested for this dataset. It is
found that kNN classifier showed the best results among all
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TABLE V
COMPARISON OF PROPOSED WORK WITH STATE-OF-THE-ART METHODS

classifiers. Detail performance of each class briefly discussed
as follow:

1) Dementia Patient Classification: Table III showed the
results of different classifiers for dementia patients. First obser-
vation, kNN come out as the best classifier for all the events
with 91.99% to 88.61% accuracy. The second observation,
EC showed the highest accuracy, precision, specificity and
F-measure with all the classifiers. Table V focused on the
results of kNN classifier with a few previous studies. EC was
the best event for dementia diagnosis followed by EO, which
showed the highest sensitivity with all the classifiers (88.10%
to 81.03%) and the FTT event. The FTT event showed the least
statistic except for the sensitivity (87.10%) in comparison to
the CPT event (81.03%) which make it better diagnostic event
based on F-measure (84.86%) than CPT. Thus, EC, EO and
FTT come out to be the best test for diagnosing dementia.

2) Early Dementia Patient Classification: Table III showed
the difference between performance for early dementia
patients’ classification. It is noticeable that kNN again came
out superior among other classifiers with 91.66% to 88.79%
accuracy in all four events. Table V showed the kNN results
in comparison with other studies. EC and EO performed
equally with 87.43% F-measure. EO and EC achieved the
same accuracy 91.66% with kNN whereas EC event scored
the highest with other classifiers, especially SVM with 85.93%

F-measure. Apart from this, CPT outperformed FTT with
84.02% F-measure, due to high sensitivity 83. 94%. Thus,
the early dementia patient can be diagnosed using EO, EC and
CPT test efficiently.

3) Healthy Subject Classification: Table III demonstrated the
output of different classifier for four different events. kNN,
SVM and ensemble showed comparative results still kNN out-
performed in case of each event with 91.86% to 87.69% accu-
racy. Table V illustrated the results of kNN, which showed that
CPT is the best event out of four events for the healthy subject
classification with the F-measure of 87.60%. EO scored
90.36% accuracy and second-best F-measure 84.30% whereas
EC scored the second-best sensitivity 85.13%. FTT event
scored at least F-measure 78.31%, which make it less likely to
choose for the healthy subject classification. It is a good test to
differentiate dementia patients from healthy and early demen-
tia. Unfortunately, it is not that good for classifying early-stage
dementia from healthy subjects. Thus, CPT, EO and EC are
the best tests for diagnosis of Healthy subject classification.

C. Overall Accuracy

Table IV demonstrates thorough differences among four
events’ overall accuracy with different classifiers. First obser-
vation, kNN classifier achieved the highest overall accuracy
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among all the event ranged from 86.60% to 82%. Ensemble
classifier scored 84.20% to 79.50%, and SVM achieved 83%
to 78.50%, and DT scored least 72.80% to 68.3% overall in
all the events. The second observation, ensemble and SVM
classifiers achieved approximately similar accuracy in all the
events. Third observation, EC event gets approximately the
highest overall accuracy among all events. From Table IV,
EC event scored the highest accuracy with the first three
classifiers whereas CPT event scored the highest with DT
classifier, which is approximately equal to EC. The fourth
observation, CPT result shows the second-highest accuracy
in case of three classifiers, except kNN. CPT scored with
kNN was still higher than other classifiers’ scores. The fifth
observation, FTT event score least overall accuracy 82% to
68.3% among four classifiers. Last observation, the best events
for cognitive impairment classification are EO with 86.50%,
EC with 86.60% and CPT with 85.10% using kNN.

VI. CONCLUSION

Accurate classification of dementia and early-stage can
delay the progression of cognitive impairment and can improve
the quality of life of a patient. The proposed approach intro-
duced IFD to enhance the classification accuracy in resting
state and cognitive state EEG signal. EEG data have been
acquired from 47 participants those were screened and clas-
sified by the clinical psychiatrists strictly on the basis of
the DSM-5 criteria and recruited for the study. The pro-
posed approach achieved up to 92%, 91.67% and 91.87%
accuracies for dementia, early dementia and healthy classi-
fications, respectively. The framework consists of multiple
components, including cognitive tasks, IFD, various features,
and multi-class classification. In the present study, kNN
achieved good accuracy for many points in a low dimensional
space. Therefore, it is the most effective classifier based
on performance. We observed that the combination of FTT
and CPT task with resting-state EEG improve the diagnostic
measures of dementia and early dementia as CPT proved to
be the best test to identify healthy from dementia and early
dementia with 91.87% accuracy and 87.61% F-measure. The
combination of FTT, along with EC and EO, can identify
dementia patients efficiently. Eventually, dementia classifica-
tion does not perform well on a small dataset, but designed
protocol with the IFD technique and different features under
cognitive tasks improved the average accuracy and F-measure.
We plan to incorporate more features and subject in our
future studies to improve dementia diagnosis. Early dementia
patients’ pathological details suggest that hypertension with
other aetiologies might lead to dementia in the coming years.
However, all early cognitive impairment does not develop
dementia, and few patients recover their cognitive decline with
time. Henceforth, this problem can be figured out more clearly
during longitudinal studies of EEG with higher cognitive
functions.
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